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A B S T R A C T

An evaluation of the criticality and relative fission rate radial distribution experiments in an 69.2-cm diameter
aluminium sphere filled with intermediately enriched UO2F2 aqueous solution is presented. An evaluation of the
total experimental uncertainty has been performed within the framework of the International Criticality
Benchmark Evaluation Project (ICSBEP) and International Reactor Physics Benchmark Evaluation Project
(IRPhEP). In addition, the uncertainty due to the uncertainties in the nuclear data is evaluated in this paper. It
has been determined that the highest contribution to the overall uncertainty in the effective multiplication factor
keff is due to the uncertainty in the uranium enrichment ( 550 pcm in keff due to the 4% uncertainty in 235U
enrichment). The highest experimental uncertainties in the relative fission rate profile in terms of the relative
standard uncertainty (Lrs) are 0.032, 0.016, and 0.020 due to the uncertainty in guide tube diameter, filling
tubes position, and detector position, respectively. It is estimated that the uncertainty in the nuclear data
contributes approximately 400 pcm–1200 pcm to the uncertainty in keff depending on the covariance data
library used. keff and radial fission rates have been calculated with MCNP and COG Monte Carlo neutron
transport codes and have been compared to the experimental benchmark values. In general, the various Monte
Carlo codes have given similar results with deviations within uncertainties.

1. Introduction

Thousands of experiments in different reactors and fissile systems
have been performed since 1940. Considerable knowledge, experience,
equipment and financial resources were needed to execute these ex-
periments. Their results are of great importance for nuclear technology,
because they are a reference for the validation of the modern computer
codes and nuclear data. To preserve this data, the Nuclear Energy
Agency within the Organisation for Economic Co-Operation and
Development (OECD/NEA) launched several projects aiming to collect,
preserve and disseminate benchmark data. The aim of the International

Criticality Safety Benchmark Evaluation Project (ICSBEP, 2016) is to
collect the information of all criticality experiments (Briggs and Bess,
2011; Briggs et al., 2014; Dean, 2003), while the International Reactor
Physics Experiment Evaluation Project (IRPhEP, 2017) is evaluating
various physical parameters from fissile experiments: reaction rate
distribution, neutron flux distribution, neutron energy spectrum, re-
activity coefficient measurements, etc. Their goal is to compile ex-
perimental benchmark data into standardized format that allows ana-
lysts to easily use data to validate computer tools and nuclear data. In
the ICSBEP and IRPhEP evaluations great effort is put into the de-
termination of experimental uncertainties and the effect of each
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experimental uncertainty on the evaluated quantity (e.g. multiplication
factor) is determined. The majority of experiments performed in the last
decades have already been evaluated. However, many important his-
torical experiments still need to be analysed. Only scarce information
about some of those experiments is available and the major source of
information are experimental logbooks (Magnuson, 1958), which were
handwritten by the personnel who performed the experiments. Never-
theless their results are of great importance, because some unique
configurations and nuclear materials were used.

In this paper a series of criticality and reaction rate experiments
performed with intermediate enriched UO2F2 aqueous solution in
spherical geometry at ORNL (Oak Ridge National Laboratory)
(Callihan, 1975; Magnuson, 1973) is described and evaluated.

In the ICSBEP and IRPhEP evaluated experimental benchmarks, the
focus is mainly on the evaluation of experimental uncertainties and
developing the benchmark model. In this paper however we performed
an evaluation of uncertainties due to nuclear data and test methods to
evaluate uncertainty in keff due to temperature. Moreover the paper
presents one of the few evaluated experimental benchmarks featuring
integral (criticality) as well as differential (reaction rate profile) phy-
sical quantities where a complete analysis of all uncertainties (experi-
mental and calculation) is performed. Additionally the simple geometry
is easy to model with several deterministic and Monte Carlo codes and
can be used for validation and inter-comparison of transport codes and
of perturbation and random sampling based sensitivity/uncertainty
methods.

Evaluation of the criticality experiment was published in the ICSBEP
(2016) Handbook under the identifier IEU-SOL-THERM-005 (Kaiba
et al., 2016), while the reaction rate distribution evaluation was pub-
lished in the IRPhEP (2017) Handbook under the identifier ORCEF-
FUND-EXP-001 (Goričanec et al., 2018). The purpose of this paper is to
present and summarize major findings in these evaluations. In the
evaluations published in both benchmark handbooks the focus is in the
determination of the experimental and benchmark model uncertainties.
However, to be able to accurately compare calculations with the ex-
perimental results the calculation uncertainty, i.e. statistical un-
certainty due to the Monte Carlo method and uncertainty due to nuclear
data need to be determined as well (Snoj and Kodeli, 2014). The un-
certainty in nuclear data consist of the uncertainty in cross sections and
uncertainties in physical parameters such as average fission neutron
multiplicity ( ¯), etc. In this paper the research was complemented with
the evaluation of the effect of the uncertainty in the nuclear data on the
evaluated quantity and with the comparison of the results obtained
through different Monte Carlo neutron transport codes, i.e. MCNP
(Goorley et al., 2012) and COG (Buck and Lent, 2002). The uncertainty
due to the uncertainties in the nuclear data was calculated with two
different codes SUSD3D (Kodeli, 2001) and SANDY (Fiorito et al., 2016)
and 4 different cross section covariance libraries (JEFF-3.3 (Plompen,
2017), JENDL-4.0 (Shibata et al., 2011), SCALE-6.0 (Rearden and
Jessee, 2016) and ENDF/B-VII.1 (Chadwick et al., 2011)).

The experimental configuration is presented in Section 2. The eva-
luation of the critical and the reaction rate experiments are summarized
in Sections 3 and 4 including descriptions of the experimental un-
certainties supplemented with the calculation uncertainties. The
benchmark model of the experiments is presented in Section 5. The
calculation steps and results of the cross section sensitivity/uncertainty
analysis are given in Section 6, which is followed by a discussion.

2. Experimental description

Several series of critical experiments involving aqueous uranyl
fluoride (UO2F2) solutions were performed at ORNL between the years
1958 and 1960 (Callihan, 1975; Magnuson, 1973). These experiments
were performed by D.W. Magnuson and his team (Magnuson, 1958) to
determine the conditions under which aqueous solutions of

intermediate enriched uranium (37wt.% 235U) can be made critical and
to determine basic physical parameters. A series of critical experiments
were performed in different geometries (spherical and cylindrical) and
at different U concentrations and solution heights in cylindrical geo-
metry. Within this paper only the evaluation of the spherical geometry
is presented, which was an unreflected 69.2 cm diameter sphere. The
sphere was fabricated using 0.32 cm thick aluminium and coated on the
inside with a heresite to prevent corrosion (Magnuson, 1958; Gwin and
Magnuson, 1960). A heresite coating was also used in other benchmark
experiments and its description (chemical formula: (C6H5OH)10(FeO),
density: 1.138 g/cm3, thickness: 0.03 inch) was found in different
benchmark evaluations in the ICSBEP Handbook (ICSBEP, 2016)
(identifiers: HEU-SOL-THERM-013 (Pitts et al., 1996) and U233-SOL-
THERM-005 (Elam, 2016)). Different measured vertical and horizontal
diameters were recorded in the experimental logbook (Magnuson,
1958), which suggested that the sphere was in fact an ellipsoid and the
volume inside the sphere was measured to be 173.55 l by filling it with
water. Experiments with different solutions, i.e. U(93.2%)O2(NO3)2,
were performed in the same sphere and are described in more detail in
the experimental logbook (Magnuson, 1958). The experimental con-
figuration is shown in Fig. 1. It can be observed that the experiment
took place in a room, below the sphere is a platform with a hole inside.
Only scarce information about the surrounding structure was available
from the references and the majority of information was obtained from
the HEU-SOL-THERM-013 (Pitts et al., 1996) evaluation in ICSBEP
Handbook (ICSBEP, 2016). The information (i.e. dimensions) that was
not found in any of the references were deduced from Fig. 1. Three
neutron detectors covered with paraffin were positioned on the plat-
form. Below the platform two storage mixing tanks (slab and cylindrical
shape) can be observed. 5 cm diameter fill and vent tubes (Gwin and
Magnuson, 1960) were attached at the top and bottom of the sphere.
Sphere was positioned on three supporting legs and had 2 aluminium
bands attached.

This paper summarizes the evaluation of the critical experiment
performed in December 1958 with U(37%)O2F2 and a uranium con-
centration of 49.15mg uranium per g of solution. The full sphere was
made critical by adjusting the chemical composition of uranium

Fig. 1. View of experimental configuration (Gwin and Magnuson, 1960).
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solution through dilution (Magnuson, 1958). The height of the solution
in the sphere was measured by a power driven probe, which closed the
signal circuit when in contact with the liquid surface (Magnuson,
1958). The measured keff was 1.0005 (Magnuson, 1958) with no re-
ported measurement uncertainty.

Measurements of the reaction rate radial profile were performed on
December 12, 1958. The relative fission density was measured with two
235U fission chambers located inside the sphere. The counters were
suspended in the sphere through the upper tube. One of the fission
chambers was moving through the sphere, while the other was at fixed
position and served as the reference counter. Measurements were nor-
malized first to the reference counter and then to the center of the
sphere. The fission chambers had a 0.64 cm outer diameter and were
2.5 cm long (Callihan, 1975).

3. Evaluation of the experimental uncertainty of the critical
experiment

The effects of the experimental and calculation uncertainties on the
value of the multiplication factor were analysed using the MCNP 6.1
(Goorley et al., 2012) Monte Carlo neutron transport code and nuclear
data from ENDF/B-VII.1 (Chadwick et al., 2011). A simplified model of
the experiment, a bare spherical aluminium tank filled with solution,
was used for evaluating the effect of the uncertainties. The simplified
computational model used for the evaluation of the criticality experi-
ment is presented in Fig. 2.

3.1. Evaluation of the effect of experimental uncertainties on reactivity

The available information describing experimental uncertainties is
limited (e.g. ORNL reports (Gwin and Magnuson, 1960; Callihan,
1975), the experimental logbook (Magnuson, 1958) and other similar
criticality benchmark experiments (Pitts et al., 1996; Marshall et al.,
2010)). Some information is repeated stating different values (e.g. so-
lution volume) or not given at all (e.g. surrounding structure). The ef-
fect of experimental uncertainties in different parameters on the value
of the multiplication factor (keff) was evaluated. Uncertainties were
determined by changing the corresponding parameter in the model for
each uncertainty and calculating keff for each configuration. The change
in multiplication factor due to the change in individual parameter (Pi),
also called the sensitivity coefficient of keff to Pi, was obtained using
Monte Carlo calculations and can be expressed as:

=k
P

k k
P P

,
i

Peff ref

1 ref

1

(1)

where indices ref and 1 represent reference and perturbed calculations,
respectively. The 1σ experimental uncertainty (e.g. due to the scarce
information) was evaluated for each parameter and is reported in the
second column of Table 1. The uncertainty in the keff value ( ki) due to
the experimental uncertainty in an individual parameter ( Pi) can be
estimated as:

= k
P

,ki
i

Pi
eff

(2)

neglecting higher order sensitivity uncertainty coefficients. Uncertainty
effects smaller than the Monte Carlo statistical uncertainty (± 0.0001

k) were considered negligible. The source and value of individual
uncertainties is described in detail in the experiment evaluation in the
ICSBEP (2016) Handbook. Evaluated 1σ experimental uncertainties and
their effect on the keff value are summarized in Table 1. The total ex-
perimental uncertainty was obtained by taking the square root of the
sum of the squares of the individual uncorrelated uncertainties:

=
=

N
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i
ki

1

2

(3)

The total experimental uncertainty is reported in Table 1 to be tot
=0.0065 k. The largest contribution is due to the uncertainty in the
fuel enrichment.

3.1.1. Uncertainty due to temperature
Through the evaluation process it was determined that the multi-

plication factor is highly sensitive to the variations in solution tem-
perature. Therefore the evaluation of the uncertainty in temperature is
described in more detail. In the experimental logbook (Magnuson,
1958) the temperature was described to range between 293 K and
299 K. For analysing the effect of the temperature change on the keff
value three different effects had to be taken into account: water density
(Density), Doppler broadened cross sections (Doppler), and the thermal
scattering kernel (S(α,β)). The effect of water density change was ana-
lysed during the solution density change evaluation and was not eval-
uated further. The contribution to the temperature coefficient of re-
activity due to the water density change was estimated to be:

= ±(Density) ( 8.08 0.48)T pcm/K. It is important to note that the
volume expansion of the spherical tank is neglected. The technique of
pseudo materials (Conlin et al., 2005) was used to evaluate the effect
due to Doppler broadening of cross sections. The atomic density frac-
tions at 299 K were calculated using pseudo-materials method. The
calculation was performed using ENDF/B-VII.1 (Chadwick et al., 2011)
neutron cross section libraries at 293.6 K and 600 K. The difference in
multiplication factor between the two Doppler broadened cross sections
was k0.00011 . The contribution to the temperature coefficient of

Fig. 2. Schematic view of the computational model for the criticality experi-
ment.

Table 1
Evaluated experimental uncertainties for the criticality experiment.

Source of Uncertainty 1 keff

Volume 0.5% 0.0005
Solution density 0.5%/ 3 0.0010
Uranium concentration 1.0%/ 3 0.0023
Enrichment (235U weight fraction) 4%/3 0.0055
234U weight fraction 4%/3 Neg.
236U weight fraction 4%/3 Neg.
Temperature (cross section) T= 6∘C/ 12 0.0003
Al impurities concentration Al Type 1100 Neg.
Al wall thickness 0.005 cm Neg.
heresite thickness 0.0762 cm 0.0002
Solution impurities uncertainty difference between 2 reports 0.0023
Departure from sphericity 0.0127 cm Neg.
Combined experimental uncertainty 0.0065
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reactivity due to the Doppler broadening was determined to be:
= ±(Doppler) ( 2.04 1.11)T pcm/K.

Special care was put into analysing the temperature dependence of
the thermal scattering kernel. Hydrogen bound in water (H-H2O)
thermal scattering kernels were evaluated in 5 K intervals using dif-
ferent techniques:

• Using the LEAPR module of the NJOY code (MacFarlane et al.,
2012) to prepare application specific S(α,β) files.
• Using MAKXSF code (Brown, 2006) to interpolate pre-calculated
ENDF/B-VII.0 thermal scattering libraries to a desired temperature.
• Mixing of S(α,β) data similar as in the pseudo materials technique.

For the first technique, an internal Bettis nuclear data processing
code was used to prepare finer temperature resolution ENDF/B-VII.0 H-
H2O thermal scattering kernels for use in this analysis. LEAPR input
models were prepared at 5 K temperature intervals between 283 K and
368 K by interpolating/extrapolating between the temperature depen-
dent tabulated fundamental physical model parameters (vibrational
density of states and weights for the hindered rotation, bending,
stretching, and translational modes) for the ENDF/B-VII.0 H-H2O eva-
luation. The finer temperature resolution S(α,β) thermal scattering law
data was then generated using the LEAPR module of the NJOY code
(MacFarlane et al., 2012). The effect of thermal scattering kernel tem-
perature dependence on the keff was determined by performing multiple
MCNP calculations using S(α,β) data evaluated at different tempera-
tures while retaining all other Doppler broadened cross sections at
293 K. The results (black color in Fig. 3 for MCNP using LEAPR) were
compared with KENO V.a (SCALE 6.1 (Rearden and Jessee, 2016) with
ENDF/B-VII.0 Chadwick et al. (2006) data library) calculations (red
color in Fig. 3). To evaluate the contribution of the thermal scattering
kernel to the temperature coefficient of reactivity a linear fit was made
using the results for temperatures between 288 K and 303 K. The con-
tribution from the thermal scattering kernel due to the temperature
change of 6 K was evaluated from the linear fit taking into account Eqs.
(1)–(3). Associated change in keff was k0.00090 . The contribution to
the temperature coefficient of reactivity due to the thermal scattering
kernel was determined from the linear fit of the LEAPR results to be:

= ±(S( , )) ( 14.28 0.10)T pcm/K. Taking into account the con-
tributions from both the Doppler broadening and thermal scattering
kernel contributions, the overall effect on keff is k0.00101 and the
total temperature coefficient of reactivity due to the cross sections and

water density change is:

= ±
T

( 24.4 1.7) pcm/K. (4)

It can be concluded that this experiment was very sensitive to
temperature change, especially due to the temperature dependence of
thermal scattering kernel and can therefore be used as a reference for
testing H-H2O thermal scattering kernel. Hereinafter, it was also used to
test two additional methods for temperature dependent thermal scat-
tering kernels and the results obtained using different methods were
compared and are presented in Fig. 3.

The MAKXSF code (Brown, 2006) is a utility program for processing
cross section library files for the MCNP Monte Carlo code. It can be used
to create nuclear datasets at new temperatures including 3 basic op-
erations (Brown, 2006):

• Doppler broaden the resolved resonance data to a higher tempera-
ture.
• Interpolate any unresolved resonance probability tables to the new
temperature.
• Interpolate S(α,β) thermal scattering kernel data to the new tem-
perature.

The MAKXSF code can only interpolate S(α,β) data between two
existing libraries and extrapolation cannot be performed. Therefore the
temperature of interest is limited with the minimum and maximum
temperature of the original libraries. Using MAKXSF code the ENDF/B-
VII.0 (Chadwick et al., 2006) and JEFF 3.1 (Koning et al., 2006) S(α,β)
thermal scattering kernel data were generated in 5 K intervals between
298 K and 358 K using nuclear data libraries at (293.6 K, 350 K and
400 K for ENDF/B-VII.0 and 293.6 K, 323.6 K and 373.6 K for JEFF 3.1).
The results are presented in Fig. 3 (with blue color for ENDF/B-VII.0
and magenta color for JEFF 3.1).

The method of mixing S(α,β) nuclear data libraries is not well
known approach among the MCNP users (Donnelley, 2010). It is similar
to the pseudo-material method (Conlin et al., 2005), however this
method cannot be applied directly for the S(α,β) cross sections, because
only one H-H2O thermal scattering kernel (at only one temperature) can
be used in MCNP for the same material. The method of mixing S(α,β)
data includes creation of duplicate nuclear data libraries and changing
linking identifiers in the duplicate. The method is described in detail in
Donnelley (2010). For this method thermal scattering kernels at the
same temperature as neutron cross sections for the 1H isotope are taken.
The S(α,β) data in the ENDF/B-VII.1 nuclear data library are tabulated
in 50 K intervals, therefore the cross sections for the 1H isotope were
generated in 50 K intervals using the MAKXSF code. The results are
presented in Fig. 3 with green color. For the mixing calculations the 1H
isotope was treated with the pseudo-materials (Conlin et al., 2005)
method therefore the reference calculation was also performed with the
1H isotope treated with the pseudo-materials (Conlin et al., 2005)
method and without mixing S(α,β) data and instead data generated with
MAKXSF code were used (results presented with orange color in Fig. 3).

It can be concluded that the results agree well with each other and
show linear temperature dependence of thermal scattering kernel with
slight deviations between different nuclear data libraries and different
calculation methods. The ENDF/B-VII.0 and JEFF 3.1 nuclear data li-
braries were also compared in Fig. 3, where the deviation up to 100
pcm can be observed between the two libraries. Results show good
agreement within the uncertainties between both Monte Carlo codes
(MCNP and SCALE). Results obtained using the LEAPR module of the
NJOY code and the results obtained with MAKXSF code agree well with
each other and the deviations are <50 pcm. Mixing method results
using the original ENDF/B-VII.0 nuclear data libraries are represented
in light green in Fig. 3. Results obtained with the mixing method of S

Fig. 3. Multiplication factor as a function of the temperature of the thermal
scattering kernel using different techniques and nuclear data libraries. Standard
deviation for all calculations is 0.00006 and was considered negligible and, for
better visibility, not included in the graph.
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(α,β) data are presented in green color in Fig. 3 and deviate from their
reference calculation (presented in orange) with S(α,β) data generated
with MAKXSF by <60 pcm.

4. Evaluation of the experimental uncertainty of reaction rate
experiment

The experimental and calculation uncertainty for the reaction rate
experiment were evaluated using the MCNP 6.1 (Goorley et al., 2012)
Monte Carlo neutron transport code with ENDF/B-VII.1 (Chadwick
et al., 2011) nuclear data libraries. When evaluating the reaction rate
experiment it was assumed that the surrounding structure has a sig-
nificant effect on the radial fission rate distribution. Therefore, some of
the surrounding structures were included in the reference computa-
tional model: upper and lower filling tube, aluminium bands, heresite
coating, moving rod, static counter and iron platform. The solution
content was modelled as a flattened sphere instead of as a perfect
sphere. The moving fission chamber was not modelled explicitly in the
benchmark model and therefore its movement was not applied. Fig. 4
presents modelled geometry for the reaction rate calculations. Because
the evaluation of experimental uncertainties was performed without
explicit modelling of the moving counter, only a single calculation was
sufficient to determine the response of all detector positions. Because in
a single calculation the response of the static counter is constant, there
was no need for an additional normalization to its response.

For evaluation of the experimental uncertainty, two new quantities
were introduced for describing the behaviour of the calculated reaction
rates during parameter variation. The first quantity, named the relative
natural norm Lnat, represents the absolute value of maximum of Li
value, which is the relative difference in the fission reaction rate be-
tween the reference calculationGr i, and the calculation with a perturbed

value of a specific parameter Gi in the ith radial position:

= =L L
G G

G
max(| |) max ,i

i r i

r i
nat

,

, (5)

where the index i goes over all measuring axial positions N. The second
quantity is used as a measure for the relative standard uncertainty of
the reaction rate calculations and can be expressed as:

= =L
L

N
.rs

i
N

i1
2

(6)

When evaluating experimental uncertainties, different parameters
were changed and results of the changed calculation were compared to
the reference calculation. Different changes can affect the relative fis-
sion rate distribution differently. Most of them only have effect on the
absolute value of the fission rate and do not change the relative radial
profile of the fission rate, their impact is homogeneous through the
entire sphere (e.g. enrichment, uranium concentration, solution den-
sity, etc.), while others can have different effect on the upper or lower
part of the sphere or even only within one region of sphere. Therefore,
great care must be taken to correctly analyse different effects. Due to
the normalization to the position at the center of sphere and compar-
ison to the reference calculation, the small initial MCNP standard de-
viation significantly increases and often deviations are within the un-
certainty. During the evaluation of the deviations the Li, Lnat and Lrs
values were studied. It was determined that the Lrs value was optimal
for describing variations through the entire radial profile and a negli-
gible limit of Lrs < 0.001 was applied. Uncertainties similar to those
evaluated in the criticality experiment were analysed plus additional
uncertainties due to detector position and the surrounding structures.
Two different uncertainty effects are presented in Fig. 5, where we can

Fig. 4. Schematic view of the computational model for the reaction rate experiment.

T. Goričanec et al. Progress in Nuclear Energy 111 (2019) 97–108

101



observe an approximately uniform effect of the uranium concentration
change on the left graph. In comparison, the filling tubes were found to
have a different effect in different radial positions, which is presented
on the right graph in Fig. 5, where each radial position was treated
individually. Uncertainty in the filling tubes was evaluated as half of
the difference between results of calculation with and without them.

All of the evaluated average individual uncertainties are summarized
in Table 2 in terms of Lrs. However, a different radial behaviour of these
uncertainties must be considered and therefore the average total un-
certainty is only used to assess the order of magnitude of the uncertainty.
All the evaluated uncertainties were treated as uncorrelated and therefore
they were summed in quadrature for establishing the total uncertainty.
The calculated total uncertainty is averaged over the entire axial profile
and is equal to: =L 0.043rs . Because of high deviations between the dif-
ferent radial positions the total uncertainty is not used in the further
evaluation and the uncertainties are treated individually in each different
radial position. Two significant contributions to the total uncertainty is the
uncertainty in the guide tube diameter and the moving detector position.
The total evaluated uncertainty for each measuring position was calcu-
lated by summing in quadrature the individual uncertainties above the
negligible limit. The total evaluated uncertainties for each detector posi-
tion are presented in Table 3, where the results are normalized values of

the measured fission rate. It must be recognized that the reported un-
certainties do not take into account the correlation between different ra-
dial positions. To assess the order of magnitude of the correlations be-
tween different measuring positions, the neutrons passing through the
central position and contributing to the signal in other measuring positions
were analysed. It was estimated that they contribute from 1% up to
12% to the overall signal in individual measuring position. It has to be

noted that this is not a true measure of correlation, but only to evaluate the
order of magnitude of contribution. In future research, correlations be-
tween different parameters from a single Monte Carlo calculation will be
studied. However, this is out of the scope of this paper.

5. The benchmark model

The benchmark model of the criticality experiment is a simplified
model, that was also used for the experimental uncertainty evaluation
and is presented in Fig. 2. It consists of an perfect aluminium sphere
with outside radius of 34.9229 cm and inside radius of 34.6029 cm.2 It

Fig. 5. Deviations in the relative fission rate represented with Li values due to the -1σ uncertainty in uranium concentration (left) and due to the uncertainty
(presence) in filling tubes (right) as a function of radial distance from the center of the sphere (radial positions in calculations are equal to the experimental positions
of moving detector). Dashed red line represents the average value of Li through the entire radial profile. article.)

Table 2
Evaluated Lrs values of individual uncertainties for the reaction rate experiment.

Source of Uncertainty Average Lrs Evaluating approach

Volume 0.003 All radial positions individually
Solution density Negligible Negligible
Uranium concentration Negligible Negligible
Enrichment (235U weight fraction) Negligible Negligible
Departure from sphericity 0.006 All radial positions individually
Temperature (Doppler and Thermal) Negligible Negligible
Fissile deposit 0.004 Radial average
Aluminium bands 0.002 Radial average
Filling tubes 0.016 All radial positions individually
Filling tubes heresite thickness Negligible Negligible
heresite thickness 0.002 All radial positions individually
Iron platform Negligible Negligible
Al impurities Negligible Negligible
Al thickness 0.003 Radial average
Detector position 0.020 All radial positions individually
Solution impurities 0.002 Radial average
Surrounding structure 0.002 All radial positions individually
Guide tube diameter 0.032 All radial positions individually
Guide tube thickness 0.005 All radial positions individually
Guide tube heresite coating 0.002 Radial average
Static counter 0.002 Radial average
Measuring 0.0073 All radial positions individually
Total 0.043

2 Values are specifications for the benchmark model and do not resemble
actual accuracy of the data.
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was filled with UO2F2 solution with density of 1.057 g/cm3 and ur-
anium concentration of 49.13mg/g. Solution impurities were not in-
cluded.

The benchmark model for the fission rate radial distribution mea-
surements was the simplified model used for the experimental un-
certainty evaluation and is presented in Fig. 4. In contrast to the criti-
cality experiment benchmark model, in the reaction rate benchmark
model the departure from sphericity was taken into account, as well as
filling tubes, moving tube, aluminium bands, heresite coating, iron
platform and static fission chamber. Those details were added due to
the high dependence of the radial fission rate distribution on the nearby
structures and tank shape. Solution filling the spherical tank had the
same characteristics as in the criticality benchmark model.

Calculations were performed using MCNP6.1 (Goorley et al., 2012)
and ENDF/B-VII.1 (Chadwick et al., 2011) cross sections. Both bench-
mark models were simplified and some surrounding structure, solution
impurities, etc. were not taken into account. This led to a bias between
the benchmark model and experimental values. Biases were determined
for both benchmark model values.

5.1. Evaluation of biases

In the simplified computational model of the criticality experiment
the following structures were removed: air, aluminium impurities,
heresite coating, surrounding structure (see Fig. 6), solution impurities
and departures from sphericity. The statistical uncertainty in each in-
dividual Monte Carlo simulation used to estimate the bias contributions
was ±0.00009 k. All evaluated biases are summarized in Table 4. The
overall bias was calculated as the sum of the individual bias contribu-
tions. The total simplification bias uncertainty is calculated as sum of
squares of individual contributions. A negligible limit of 0.0001 was used
and biases smaller than the negligible limit were not included in the
overall bias calculation, however the statistical uncertainty of the bias
calculation was preserved for the calculation of overall bias uncertainty.

Table 3
Experimental results with evaluated relative experimental uncertainties in in-
dividual measuring position for the reaction rate experiment.

Detector position [cm] Normalized relative fission rate

−32.1 0.128 (1 ± 0.141)
−29.6 0.233 (1 ± 0.062)
−27.0 0.316 (1 ± 0.037)
−24.5 0.411 (1 ± 0.030)
−22.0 0.507 (1 ± 0.019)
−19.4 0.597 (1 ± 0.021)
−16.9 0.689 (1 ± 0.016)
−14.3 0.770 (1 ± 0.012)
−11.8 0.835 (1 ± 0.011)
−9.3 0.901 (1 ± 0.011)
−6.7 0.946 (1 ± 0.011)
−4.2 0.977 (1 ± 0.010)
−1.6 0.998 (1 ± 0.010)
0.9 1.000 (1 ± 0.009)
3.5 0.984 (1 ± 0.010)
6.0 0.948 (1 ± 0.010)
8.5 0.917 (1 ± 0.009)
11.1 0.858 (1 ± 0.010)
13.6 0.787 (1 ± 0.011)
16.2 0.715 (1 ± 0.012)
18.7 0.624 (1 ± 0.016)
21.2 0.531 (1 ± 0.019)
23.8 0.435 (1 ± 0.025)
26.3 0.337 (1 ± 0.036)
28.9 0.230 (1 ± 0.056)
31.4 0.110 (1 ± 0.114)

Fig. 6. View of the detailed computational model used for the evaluation of bias due to the surrounding structure.
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The overall bias contribution for the reaction rate evaluation was
calculated using reaction rate benchmark model (see Fig. 4), where the
following simplifications were made and structures were removed: air
surrounding the sphere, remaining surrounding structures (paraffin
detectors, storage tanks, supporting legs), room (walls, floor and ceiling
- see Fig. 6), aluminium impurities, and solution impurities. Similar to
the evaluation of uncertainties, the biases were also evaluated through
the entire radial profile. When evaluating the bias contribution it is
important to know the sign of the change, therefore instead of evalu-
ating the Lrs values the Li values were used and each measuring posi-
tion was treated individually. The negligible limit of Li < 0.001 was
chosen. Bias results are presented in Fig. 7.

5.2. Benchmark values

The keff bias value of the benchmark model given in Table 4 was
added to the experimental keff of 1.0005 to obtain the benchmark model
keff= 1.0041 ± 0.0065, taking into account that the uncertainty is
equal to the sum of the squares of experimental and bias uncertainty.
The keff values calculated using the MCNP 6.1.0, COG 11.1 (Buck and
Lent, 2002) and KENO V.a (SCALE 6.1 (Rearden and Jessee, 2016))
Monte Carlo transport codes with ENDF/B-VII.1 (Chadwick et al., 2011)

cross sections for benchmark model are summarized in Table 5.
They were compared to the benchmark model keff. It can be con-

cluded that results using different Monte Carlo codes agree well with
each other and deviate from the experimental value by 500 pcm,
which is within the experimental uncertainty. Results obtained with
MCNP using different nuclear data libraries are provided in Table 6,
where it can be observed that different nuclear data libraries deviate by
180 pcm between each other and are all within the experimental

uncertainty.
After evaluating experimental uncertainty and bias contributions,

the benchmark fission rate radial profiles were calculated and are
presented in Fig. 8. There is good agreement between different codes
and the benchmark values with deviations within the uncertainties. For
a better view of deviations the C E( / ) 1 and C E( )/ graphs are
presented in Fig. 9, where C stands for calculated value and E is the
benchmark model value. The only outlying position is the last position
at the top of the sphere, where the deviation is greater than 3σ. The
reason for the deviation is believed to be the scarce information on the
surrounding structures.

6. Cross section sensitivity and uncertainty analyses of keff

Two codes which use two different methods for nuclear data un-
certainty determination were used for the analysis. The results of the
two different approaches to nuclear data uncertainty propagation
through the neutron transport simulation are presented at the end of
this section.

The first method is a well known and validated 3D nuclear data
sensitivity and uncertainty code SUSD3D (Kodeli, 2001) which utilizes

Table 4
Biases in keff due to simplifications in the benchmark model for the cri-
ticality evaluation.

Bias keff ± calc

Air removal Neg. ± 0.00009
Al type 0.00015 ± 0.00009
heresite −0.00057 ± 0.00009
Surrounding structure −0.00057 ± 0.00029
Solution impurities 0.00443 ± 0.00013
Departure from sphericity 0.00019 ± 0.00009
Total simplification bias 0.00363± 0.00037

Fig. 7. Bias of the reaction rate distribution calculated with the detailed model
represented with Li values as a function of radial distance from the center of the
sphere (radial positions in calculations are equal to the experimental positions
of moving detector). Dashed red line represents average value of Li through the
entire radial profile.

Table 5
Calculated keff of the benchmark model for the criticality experiment.

keff calc (C-E)a (C-E)/Ea (C-E)/ E

MCNP 6.1.0 0.99940 ± 0.00006 −0.00470 −0.5% −0.72
COG 11.1 0.99943 ± 0.00013 −0.00467 −0.5% −0.72
KENO V.a 0.99843 ± 0.00008 −0.00567 −0.6% −0.87

a ‘C’ is the calculated value and ‘E’ is the expected or benchmark value.

Table 6
MCNP 6.1.0 sample calculation results for the criticality benchmark using dif-
ferent nuclear data libraries.

keff calc (C-E)a (C-E)/Ea (C-E)/ E

ENDF/B-VII.1 0.99940 ± 0.00006 −0.00470 −0.5% −0.72
JEFF 3.3 0.99878 ± 0.00006 −0.00532 −0.5% −0.82
JENDL 4.0 1.00059 ± 0.00006 −0.00351 −0.3% −0.54

a ‘C’ is the calculated value and ‘E’ is the expected or benchmark value.

Fig. 8. Normalized fission rate radial profile calculated with MCNP 6.1.0 (red)
and COG 11.1 (blue) compared to evaluated simplified benchmark value
(black) as a function of radial distance from the center of the sphere (radial
positions in calculations are equal to the experimental positions of moving
detector).F
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the first order discrete ordinates formulation of perturbation theory to
determine the relative nuclear data sensitivity profiles. The sensitivity
profiles are folded with the appropriate nuclear data covariance ma-
trices to obtain the desired relative uncertainties.

The SANDY (Fiorito et al., 2016) (SAmpler of Nuclear Data and
uncertaintY) code is based on the basic theory of stochastic (Monte
Carlo) sampling to propagate nuclear data covariance information
through the neutron transport model under study. In the first step
SANDY retrieves nuclear data parameter best estimates and covariance
matrices (when available) from the nuclear data files in the ENDF-6
format (CSEWG, 2013). Then the nuclear data are sampled into random
sets according to the chosen multivariate probability density function
(PDF) for the uncertain variables, i.e. normal or lognormal. The process
ensures that the random samples are distributed in the input phase
space according to the original covariance matrix. In the final step the
random nuclear data samples are written back into perturbed ENDF-6
format files. The perturbed files are then used in a series of simulations
using a preferred transport solver. Statistical tests are performed on the
results in order to determine the uncertainty due to the perturbed nu-
clear data.

In order to determine the sensitivity profiles and uncertainties using
SUSD3D, first the forward and adjoint transport calculations for the
IEU-SOL-THERM-005 criticality benchmark were performed with the
PARTISN (Alcouffe et al., 2008) discrete ordinates deterministic
transport solver. The computational model was based on the MCNP
simplified benchmark model. The nuclear data was taken from the
ENDF/B-VII.1 evaluation and was processed into 33 energy groups. The
SUSD3D code was used next to perform the nuclear data sensitivity and
uncertainty analysis. The sensitivity of the calculated keff with respect
to the variation of partial reaction cross sections of 1H, 16O, 27Al, 234U,
235U, 236U and 238U were studied. Due to the lack of processed multi-
group nuclear data of 19F for PARTISN, the 19F partial reaction cross
sections uncertainties were only calculated with SANDY and found to
be negligible. In addition to the forward and adjoint flux moments,
SUSD3D requires nuclear data covariance matrices in order to de-
termine the nuclear data uncertainties. Covariances were taken from

the JEFF-3.3, JENDL-4.0u, SCALE-6.0m and ENDF/B-VII.1 libraries and
processed with the ANGELO (Kodeli et al., 2010) and/or NJOY
(MacFarlane et al., 2012) codes into the appropriate 33-group structure
and format. The sensitivity/uncertainty calculations with SUSD3D were
performed using the XSUN-2017 (Kodeli and Slavic, 2017) suite which
is a Windows based graphical user interface combining the TRANSX
(MacFarlane, 1992), PARTISN, and SUSD3D codes into a single se-
quential user friendly work-flow. The above mentioned 33-group cross
sections and covariance matrices are also included in the XSUN-2017
package (Kodeli and Slavic, 2017).

Based on the SUSD3D results the five reactions which contribute to
the largest uncertainty were identified. These are the capture cross
section (n,γ), the fission cross section (n,f) of 235U, the elastic scattering
cross section (n,n) of 16O, the capture cross section (n,γ) and the elastic
scattering cross section (n,n) of 1H.3 The sensitivity profiles calculated
with SUSD3D for these five reactions are shown in Fig. 10.

In the first step of the second method used to determine nuclear data
uncertainty, randomly sampled cross sections for these five reactions
were generated with the SANDY code. All the perturbed ENDF-6 format
files were processed into ACE format using NJOY (MacFarlane et al.,
2012), and a series of criticality calculations was performed with each
of the perturbed files with MCNP 6.1.0. The statistical uncertainty of
each MCNP keff calculation was 25 pcm. In the second step the re-
maining cross sections, which according to SUSD3D results negligibly
contributed to the uncertainty due to nuclear data, were analysed. The
remaining cross sections uncertainties are about 30 pcm which is of the
order of magnitude of the statistical uncertainty of individual keff cal-
culated by MCNP and therefore negligible as predicted by SUSD3D.

The results of the statistical analysis of the simulation results with
SANDY produced perturbed cross sections are given in Fig. 11. The keff
results in the figure are sorted to 50 bins, a normal distribution (red
dashed line) is fitted to the results and the mean (μ) and standard

Fig. 9. Deviations between benchmark value (E) and the
calculated value (C) using MCNP 6.1.0 (red) and COG
11.1 (blue) for the reaction rate evaluation as a function
of radial distance from the center of the sphere (radial
positions in calculations are equal to the experimental
positions of moving detector). The connecting lines serve
as an eye-guide only. The black dashed line represents
zero (complete agreement between both values). On the
right hand-side graph grey dashed lines represent 1σ and
2σ values.

Fig. 10. Sensitivity profiles calculated with SUSD3D for
the major contributors to the uncertainty: the elastic
scattering cross section (n,n) of 16O, the capture cross
section (n,γ) and the elastic scattering cross section (n,n)
of 1H (left), the capture cross section (n,γ), the fission
cross section (n,f) of 235U (right). One can observe, that
the sensitivities are higher in the thermal energy region.

3 At the time of writing of this article SANDY cannot process covariances of
the average fission neutron multiplicity ( ¯).
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deviation (σ) are given. The results of keff from 1000 perturbed elastic
scattering cross section (n,n) of 16O samples were analysed in Fig. 11
(left) and 300 perturbed fission cross section (n,f) of 235U samples were
analysed in Fig. 11 (right). 300 random samples per cross section were
found to be sufficient in order to show that normal distribution of the
results is achieved. Codes based on random sampling such as SANDY
require large amounts of CPU time but can, in principal, be used with
any transport solver. For now SANDY is limited to the ENDF-6 format
for its input and output data.

The results of the SUSD3D sensitivity and uncertainty analysis and
the SANDY uncertainty analysis are given in Table 7. The sensitivities
calculated by SUSD3D of the calculated keff with respect to the most
important nuclear data are listed in the third column. The sensitivities
are integrated over the whole energy range and are given in terms of
the percentage of change in keff per 1% change of the cross section for a
given nuclide (first column) and reaction type (second column).

keff was found to be very sensitive to the average fission neutron
multiplicity ( ¯), fission cross section (n,f) and capture cross section (n,γ)
of 235U, capture cross section (n,γ) and elastic scattering cross section
(n,n) of 1H, and the elastic scattering cross section (n,n) of 16O. The
inelastic scattering cross section (n,n’) sensitivities for all nuclei are
negligible. Note that, for example, a negative sensitivity (as defined in
equation (1)) of 0.37%/% means that keff is reduced by 0.37% (370
pcm) if the 1H capture cross section (n,γ) in the whole energy range is

increased by 1%. The corresponding uncertainties calculated with
SUSD3D using the JEFF-3.3, JENDL-4.0u, SCALE-6.0m, and ENDF/B-
VII.1 covariance data are listed in columns 4–7, respectively. The un-
certainties calculated with SANDY and using ENDF/B-VII.1 cross sec-
tions and covariance data are given in column 8.

As noted above the largest uncertainties are due to the uncertainties
in the capture cross section (n,γ), the fission cross section (n,f) and the
average fission neutron multiplicity ( ¯) of 235U and the uncertainties in
the elastic scattering cross section (n,n) and capture cross section (n,γ)
of 1H. This result is to be expected when taking into consideration the
highly thermalized spectrum of the experiment shown on the left side of
Fig. 12. The negligible uncertainty due to 19F can also be explained by
considering the spectrum and total cross section of 19F shown in Fig. 12.

The uncertainties in the capture cross section of 235U agree among
all of the covariance libraries, however the uncertainties in ¯ and fission
cross section differ considerably. An inconsistency between the total ( ¯ )t
and the prompt ( ¯ )p average fission neutron multiplicity covariance
matrices of 235U in the ENDF/B-VII.1 evaluation can be observed,
suggesting a probable underestimation of the ( ¯ )p covariances. This was
corrected in the recent ENDF/B-VIII evaluation. Another interesting
cross section is the elastic scattering cross section (n,n) of 16O which
contributes an uncertainty between 88 pcm and 110 pcm when using
the different covariance libraries. According to the SCALE-6.0 and
JEFF-3.3 covariance libraries, hydrogen cross section uncertainties are

Fig. 11. Statistical analysis of the keff results with per-
turbed cross sections produced by SANDY. Results (mean
value μ and standard deviation σ) of the propagation of
uncertainties of two different cross sections (elastic scat-
tering cross section (n,n) of 16O and the fission cross
section (n,f) of 235U) through the neutron transport si-
mulation are given. The ENDF/B-VII.1 library was used
for the analysis.

Table 7
Benchmark keff sensitivities to nuclear data and uncertainties due to nuclear data uncertainties calculated with the JEFF-3.3, JENDL-4.0, SCALE-6.0 and ENDF/B-
VII.1 covariance libraries and two different codes - SUSD3D and SANDY. The MT numbers refer to the nomenclature of the ENDF-6 format (CSEWG, 2013).

Nuclide Reaction\MT number Sensitivity [%/%] SUSD3D [pcm] SANDY [pcm]

JEFF- 3.3 JENDL- 4.0 SCALE- 6.0 ENDF/B- VII.1 ENDF/B- VII.1

(n,n)\2 3.09 10 1 270.1 NPa 233.9 NP 250
(n,γ)\102 −3.71 10 1 947.4 NP 185.5 NP 1024

16O (n,n)\2 6.21 10 2 109.1 88.0 75.7 109.8 93
(n,n’)\4 6.87 10 4 12.5 b 4.7 7.1 8.1 32c

19F (n,n’)\4 NCd NC NC NC NC 32
(n,γ)\102 NC NC NC NC NC 31

235U (n,n’)\4 1.15 10 4 0.6 1.2 0.7 0.7 29
(n,f)\18 5.34 10 1 346.9 188.4 203.0 188.7 180
(n,γ)\102 −8.14 10 2 114.7 127.6 150.0 127.7 138
¯\452 9.99 10 1 561.1 307.8 307.5 705.4/138.4e NC
(n,n)\2 2.87 10 4 0.2 0.3 0.7 0.6 32
(n,n’)\4 2.52 10 4 1.6 2.2 4.4 4.5 33
(n,f)\18 4.50 10 4 1.3 0.3 0.2 0.2 32
(n,γ)\102 −1.72 10 2 19.4 26.0 21.4 26.0 35
¯\452 6.25 10 4 0.6 0.4 0.7 0.7 NC

Total 1210 419 525 762\3206 NC

a Covariance not processed (NP).
b An error of a factor of 100 in the JEFF-3.3 16O inelastic covariance matrix was corrected.
c In the order of the MCNP statistical uncertainty (25 pcm).
d Not calculated (NC).
e Using total t̄\prompt p̄ covariances.
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of the same order of magnitude as the uncertainties in 235U. In the case
of the JEFF-3.3 library the capture cross section (n,γ) on hydrogen is the
largest contributor to the total uncertainty given in the last row.

SANDY is a newly developed code and has not yet been validated
thoroughly. The agreement between the widely validated SUSD3D code
and SANDY is satisfactory. Excellent agreement between the results of
the codes for the capture cross section (n,γ) and the fission cross section
(n,f) of 235U, the elastic scattering cross section (n,n) of 16O and the
elastic scattering cross section (n,n) of 1H can be observed.

7. Conclusions

A complete evaluation of experimental and computational nuclear
data uncertainties for the criticality and fission rate radial profile ex-
periments performed in 69.2 cm diameter sphere containing inter-
mediate enriched UO2F2 solution is presented. A detailed description of
the experiments and evaluation of experimental uncertainty can be
found in the ICSBEP (IEU-SOL-THERM-005) and IRPhEP (ORCEF-
FUND-EXP-001) Handbooks. It was found that the largest contribution
the uncertainty in keff was due to the uncertainty in the uranium en-
richment ( 550 pcm) and the largest contributions to the uncertainty in
the radial fission rate profile was due to the uncertainty in the moving
detector guide tube diameter and moving detector radial position. It
was also found that the experiment is highly sensitive to the H-H2O
thermal scattering kernel and can therefore be used to validate different
nuclear data libraries and methods for generating the thermal scattering
kernel at the desired temperature. ENDF/B-VII.0 and JEFF 3.1 thermal
scattering kernels were compared and deviations up to 100 pcm were
observed. When comparing different methods it was found that the
results obtained with the LEAPR module of the NJOY code and the
results obtained with MAKXSF code or using mixing method agree well
with each other and the deviations are <100 pcm. After analysing the
experimental uncertainties and bias value, benchmark value of keff was
calculated using different Monte Carlo codes and the results deviate
from the experimental value by 500 pcm, which is within the ex-
perimental uncertainty. Benchmark values of radial fission rate dis-
tribution were calculated using two Monte Carlo codes and their results
are in agreement with the deviations within the uncertainties.
Calculated results also agree well with the experiments, with the only
exception being the last position at the top of the sphere, where the
deviation is greater then 3σ. It is assumed that the reason for this de-
viation is scarce information regarding the surrounding structures. In
MCNP it is assumed that different parameters are uncorrelated, which
may not be true, especially in case of reaction rate values in measuring
positions lying close to each other. The correlation between different
parameters from a single Monte Carlo calculation will be studied in
future research.

In this paper the evaluation of experimental uncertainties was
supplemented by the evaluation of uncertainties in nuclear data. The
total uncertainties calculated using four different covariance libraries

(JEFF-3.3, JENDL-4.0, SCALE-6.0 and ENDF/B-VII.1) were 1210 pcm,
419 pcm, 525 pcm and 762 pcm, respectively. The largest contributors
to the uncertainty are the capture cross section, the fission cross section
and the average fission neutron multiplicity of 235U, the elastic scat-
tering cross section of 16O and the capture cross section and elastic
scattering cross section of 1H which all have large sensitivities in the
thermal energy region. Two fundamentally different methods for neu-
tron cross section uncertainty analysis were used and compared. The
results between the SUSD3D and SANDY codes agree very well. It is also
planned to validate SANDY on a series of simple criticality benchmarks.
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